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Abstract— This paper proposesa new approach for making
simulations realistic. This approach is basedon the principle of
“trace driven simulation”, i.e.usingresultsof actual traffic traces
analysisin order to reproducethe sameexperimental conditions
in simulation. The main principle of the approach proposedin
this paper dealswith making simulation traffic sourcesreplay —
under certain conditions — the actual traffic traces grabbed on
actual networks. This paper describesthe implementation of this
approach in the NS simulator, and evaluates it by comparing
the characteristics of traces obtained with our replay approach,
with original data traces. The parameters that are considered
for making the comparison are the usual traffic parameters as
throughput, packet rate, etc., but also everything that is related
to traffic dynamics, i.e. the secondorder statistical moments as
autocorrelation of traffic or long range dependence.

|. INTRODUCTION

Simulationis an essentiatool to provide a priori evaluation
of anetwork.It evaluatesf sucha networkcanwork, i.e. if it
is free of bugs,checksts livenessits integrity, andalsomakes
someevaluationsof its performancesOf course,simulating
the Internetis not an easytask, especiallybecauseof its size
(numberof usersandequipments)its compleity (numberof
protocolsfor instance)the behaior of its usersandof course,
its fast evolution in termsof technologyand usage Because
of all thesefeaturesiit is very difficult to get somerealistic
simulationsof the Internet,or at leastof somesmall partsof
it.

[PAXO01] that addressethis issuesaidthatit is not enough
to focus on the problemof network topology for simulating
the Internet, but it is also essentialto solve the problem of
traffic sourcesto makethem reproduceas much as possible
the actual traffic of the Internetin terms of applications
and protocolsas well as their behaiors. For that, [PAX01]
recommends'trace driven simulation”, meaningthat traffic
sourceshave to use some resultsof traffic tracesanalysis.
In addition, it is said that becauseof the self regulation
mechanism®f protocols(congestioncontrol mechanismof
TCP for example), the “trace driven simulation” approach
hasto work at flow level, the simulationervironmentbeing
in chage of “shaping” packetsaccordingto the simulated
network topology and protocols.The NS network simulator
for example,hasbeendesignedn the frameawvork of the VINT
[FAL96] projectfor this purpose.

Oneof themainissuefor simulatingtraffic sourcegs related
to theabsencef analwaysvalid traffic modelandmostof the

time that traffic sourcesusedin simulationsare very simple
and follow constant,Poissonor Markov laws. Of course,
such sourcesdo not generatetraffics with all the unregular
propertiesof actualsourcesn the Internet.

However, it is not easyto build a traffic modelincluding
all the characteristicand featuresof actualtraffics. And the
accurag and realismof simulationsremainpoor.

Therefore this paperproposes new approachfor building
traffic sourcesfor simulators.The principle of this approach
dealswith makingsimulationtraffic sourcesreplaythe actual
flow? tracescapturedwith monitoring equipments.lt is a
simpleandefficient way to createin simulatorstraffic sources
having all the real characteristicsand features,and going
throughthe needof a flow arrival modelin the Internet,that
is not available yet.

In addition, as the simulation ervironment (topology, net-
work agents,etc.) are in chage of the shapingof packets,
it is importantto createit in orderto makeit generatdraffic
having the samecharacteristicasactualtraffic. Previouswork
[PAR96] and [VEROQ] showved that Internettraffic character
istics as long range dependenc€LRD), self-similarity, etc.
are due to TCP (the main protocol used in the Internet)
andits congestiorcontrol mechanismsAs congestiorcontrol
mechanismsre basedon pre-definedresponseso losses,it
seemghatthe main characteristicef actualtraffic xto enforce
in simulationsis relatedto the loss process.

This paperdescribegheimplementatiorof this approachn
the NS simulator(sectionll), andevaluatest. This evaluation
is madeby comparingthe real traffic that hasbeencaptured
andthe “same” traffic replayedin the simulator(sectionlll).
The parameterghat are comparedare of coursethe usual
traffic parameters(throughput, packet rate, etc.), but also
everythingthatis relatedto the traffic dynamics,in particular
secondorder statisticalmomentsas autocorrelatiorof traffic
or LRD.

Il. A NEW TRACE BASED APPROACH FOR SIMULATION

As astartingpointfor usingour approactior traffic sources,
a traffic tracethatcangive flow level informationis required.
This tracecanbeary kind of packetlevel traces(asTCPdump
or DAG traces[CLEO0O]). Then, sometools have to be used

1A flow is classicallydefinedasa setof packetshaving the same5-tuple,
i.e. samesourceand destinationaddressessamesourceand destinationport
numbersand sameprotocol.



TABLE |
FLOW CLASSESUSED TO REPLAY MONITORED TRACES

| Class | Lossrateof flow class(%) |

COo 0
C10 0-10
C20 10-20
C30 20-30
C50 30-50
C100 50-100

to extract the flows information. At the end of the processit
is requiredto have a flow file, having an entry for eachflow.
The parametersre:

+ For a TCP flow, the baginning timestampthe numberof
packetsandtheir sizes.The NS replayagentis thengoing
to startthe flow attheright time andsendall packetswith
their real size, the shapingof packetsbeingrealizedby
the sendingandreceving TCP agents.

+ For a UDP flow, the begginning timestamp,the number
of packetstheir sizes,aswell asthe time betweenevery
consecutie two packetsThe principleto replaythis flow
is the sameasfor TCR, exceptthatasUDP is not running
ary flow or congestiorcontrol algorithm,our UDP agent
asto respecthe sendingtimesof all packetshatdepend
on applicationand/oruser

A replay module has beendevelopedfor NS. The traces
we used are traces from the WAND group (university of
Waikato), capturedin Auckland,NZ. They were capturedon
10MbpsEthernetinks at peakhours,andusingDAG systems,
thusguaranteeing very accuratdimestampingpasedon GPS
clocks (accurag is lessthan2 microseconds).

For designingthe topology of the network, the goal is to
createthe simplesttopologyableto reproducehe lossprocess
in simulation.For that, we analyzeeachflow of the original
traceandmeasurets lossratio. The goal thenis to reproduce
thanksto the simulationtopologythe samelossratio for each
flow. In orderto build a suited network topology it is also
necessaryo extractfrom original tracesotherflow parameters:

«+ the loss rate experimentedby each flow during their
exchangeon the network,

+ the RTT (RoundTrip Time) experimentedby eachflow,

« the averagethroughputgot by eachflow,

« the durationof eachflow.

To limit the compleity of the simulation topology and
basedon loss ratio analysis,we decidedto define only six
differentloss classeof flows (cf. tablel for details).

With the informationextractedfrom original traceswe are
ableto deduceboth bandwidthand queuelength of eachlink
of the simulationtopologywherethe flow will be transmitted,
dependingon the loss classto which the flow belongsto.

Thelink bandwidthfor classi (Bw¢;) is computedthanks
to equationl:

_ Zi\f;z{m dl * Thl
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where:

¢ Nyiow is the numberof flows of class:,

« d; is the durationof flow i,

« Th; is the averagethroughputof flow ¢,

o dirqce IS thetraceduration.

Then,the queudengthfor classi (Q L¢;) is deducedhanks
to equation2:

QLci = Bwei * (100 — ratejoss) (2)
where:
o ratey,ss IS the averagelossrate (in %) got by eachflow
of the class.

Finally, the experimenttopologythatwill be usedto replay
the trace consideredn this exampleis depictedon Figure 1
(RTTg; is the averageRTT of the whole flows belongingto
the class:).

NS® sender
agents

Fig. 1.

Experimenttopology

Traceshave beenmonitoredon a 10 Mbps Ethernetlocal
network. That is why, in the experimenttopology the core
link hasa 10 Mbps capacity The delay value for this link is
1 msto avoid ary influenceon the sendingof differentclass
flows. Indeed,the averageRTT for eachloss classhasbeen
computedandput on the differentaccessinks for the six loss
classes.

In the next section,we presentsereral experimentalresults
to validate our replay approach.We have testedour replay
methodon a large numberof traces,andwe got very similar
resultswith all of them.We arethenjust shaving the results
we gotwith oneof them,comparingt with thereplayedraffic.
Recall that for the analysiswe will mainly focus on traffic
dynamicsthat are the most difficult parameterso reproduce
andto control in simulation,andthat areresponsibleof most
the (performancejssuesof the Internet. For example,it has
been shavn in the literature that the traffic characteristics
causingthe more issuesare the highly oscillating nature of
Internettraffic especiallybecauseof the dependencéetween
the transmissionof bytes and packets[PAX95], the depen-
dencebetweenlossesor congestiongZHAO01], becauseof
the heavy tailed flow size distribution that makesdependence
phenomenapropagateon very long range [CRO97. Such
featurescanbe characterizedvith mathematicafunctions.In

2|t shouldbe 0 but it is impossiblewith NS.
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Fig. 2. QQ-plot of packetsnter-arrival times (ms) — tracedata(Y-axis) vs.
simulationdata (X-axis)
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Fig. 3. Autocorrelationfunction of packetsinterarrival timesseries

the next section,dependenceropertieswill be pointed out
by the autocorrelatiorfunction, and oscillation rangewill be
characterizedy the LRD function.

I1l. RESULTS ANALYSIS

First of all, the averageloss ratio we got in simulationis
the actualonefir eachclass.

But the main issue addressedn this paper deals with
getting simulationswherethe “shaping” of packetsis similar
to the real case For that, the inter-arrival times of packetsare
analyzedon both casessimulationandreal network.

The analysisshaws thatthe only differencecomesfrom the
proportionof very closepacketgshatis moreimportantin the
realtracethanin the simulatedone.Figure 2 depictsthe QQ-
plot of the two inter-arrival time series.It appearsthat the
matchingbetweensimulationandreal seriesis very good for
the whole valuesexcept for very high quantiles.In the real
case,packetsseparatedy very short durationsare the ones
of flows that experimentvery low RTT. In the simulation,as
we definedfor all flows of a loss classthe sameRTT, flows
with short RTT are not well replayed.

Our tracereplaybasedsimulationtechniqueproved to give
good results for first level statistics (distribution function

analyzedthanksto the QQ-plot matchingevaluation).But to
checkthat the two processeshat generatehe two traces(real
and simulated) are similar, it is also required to analyzed
secondorder statisticd. That is why Figure 3 shavs the
autocorrelatiodunctionfor the 2 caseslt thenclearlyappears
on Figure 3 that our trace basedsimulationgives quite good
resultsfor secondorder statisticswhatis oneof the key issue
whenreplayingtraffic.

To completeour analysis,it is requiredto computethe
LRD of the traffic. In fact, LRD gives an evaluation of the
dependencénducedin the traffic at all scales.The goal now
is to checkthatfor every range the dependenca thetraffic is
the samefor the real and simulatedtrace.The LRD hasbeen
computedusingthe LDestimatetool [ABR98]. The resultsin
the 2 casesaredepictedon Figure4. It appearghatthe LRD
for our trace basedsimulation and the real trace are almost
the same.

This meansthat the real traffic is highly long range de-
pendent,and our simulation approachis able to perfectly
reproducethat level of compleity on large scales.This result
wasexpectedasLRD is dueto thelog-normalor heay tailed
distributionof flow sizes]PAR96] andour simulationapproach
is replayingthe flows with their real sizes.

IV. CONCLUSION

We proposedn this papera new tracedriven approachfor
simulatingthe Internet,andmoreparticularlybasedon replay-
ing traffic tracescapturedoy a passive monitoringsystemThis
approachhasthe strong adwantageto build simulatedtraffic
sourcedhaving all the characteristicendfeaturesof real flows
arrival processem thelnternet.And it seemgo beagoodway
to proceedto getrealisticsimulations,aslong asa modelfor
flows arrival in the Internetis not available.We also proposed
a way for building the simulationtopology that is basedon
our knowledgeof the lossrate of eachflow. The objectie is
thereto reproduceasaccuratelyaspossiblethelossprocessas
it is the essentiaparameteimpactingthe shapingof Internet
traffic (at leastfor TCP traffic).

The resultswe got with our “trace basedsimulation” ap-
proach,shavedthatsimulatedtraffics reproducehe comple-
ity of actualtraffics especiallyfor traffic dynamics.Our sim-
ulation resultsare really impressve and shav that simulation
hugely benefitsfrom network monitoring. However, we have
seenjn sectionlll, somesmallmismatchesssomelimits for
having packetsseparatedy short durations.This point will
be addressedn future work. We will try to find a way to
build the simulationtopology not only on the single lossrate
parameterbut alsoon RTT.

3In fact, to provethat two processesave the samebehaior, it is required
to shawv that they have the same behaviors at all statistical orders. But
practically speaking,third and greaterordershave very few influence.In
suchan experimentakvaluationit is generallyconsideredhatit is enoughto
validatethat the first and secondorder statisticsare the sameto validatethe
matchingof the two processes.
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Fig. 4. LDestimatediagramof packetsinterarrival times (ms)
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